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Introduction

The goal of this project is to construct a SNMP proxy for Printronix in order to enhance the networking functionality of their printing devices.  The proxy will greatly improve management flexibility of Printronix printer devices since administrators will be able to configure those devices remotely using any standard SNMP management console.

 In the required system, clients at multiple SNMP management consoles communicate with the SNMP proxy via SNMP protocol.  The SNMP proxy processes and translates client request into XML messages in order to communicate with a non-SNMP-based device management server, which can then configure various non-SNMP-enabled Printronix printer devices.  The SNMP proxy will receive responses back from the device management server in the form of XML messages that it will deliver via SNMP to the appropriate SNMP management console. 
The management consoles intended to be using the SNMP proxy system are based on the SNMP version 1 protocol.  The device management server communicates with SNMP proxy via XML.  The proxy will allow communication between two services that would otherwise not be able to do so.  Adhering to SNMP, an industry standard (though somewhat arcane) will result in the SNMP proxy being highly compatible with existing management systems.  Since the SNMP proxy will be an internal system, it will not include a user interface.  
This document contains the following sections:
· Introduction –  the introduction gives an abstract overview of the system to be implemented
· Project Schedule

· Required Tasks – list of tasks that must be completed in order to complete your project

· Resource Table - indicates how each team member will be applied throughout the weeks of the project

· Required Deliverables – dates deliverables are due

· Project Risks – identifies risks that are unique to this project
· Project Resources - List the people on your team and describe their personal and technical strengths,  as well as the hardware, software, and other equipment that will be required to complete the project 

· Staff Organization – outlines the team structure and member responsibilities

· Tracking and Control Mechanisms – lists how deliverables are controlled and how versions are tracked

· Requirements Specification

· Overview of System Requirements - provides a brief discussion of basic needs and proposed usage. 

· Environment Characteristics - describes hardware, software, and users of the system. 

· Use-cases – gives a detailed description of all the use-cases and their scenarios, with pre- and post-conditions 

· Non-functional Constraints - lists other relevant information that pertains to the software 

· Domain-Specific Rules - specifies all the rules related to the domain to which the software will be applied that must be adhered to. 

· UI model – identifies status of user interface. MISSING SECTIONS

· Lifecycle Considerations – outlines the lifecycle this project will follow
· Acceptance Requirements – describes the minimal requirements for system acceptance by the client

· System Test Plan - a test plan capable of demonstrating minimal functionality of all system elements

· Glossary - defines all technical terms used in the specifications

Project Schedule

Required Tasks

	Task
	Start Date
	Completion Date 

	Research SNMP Protocol commands
	July 5
	August 6

	Research XML syntax and usage
	July 5
	August 6

	Develop the project website
	July 6
	July 9

	Develop requirements iteration 1
	July 8
	July 11

	Meet with project client to discuss requirements
	July 8
	July 15

	Maintain a team log
	July 9
	pending

	Receive Device Management Server (DMS) from Printronix
	July 9
	NA

	Develop requirements iteration 2
	July 11
	July 17

	Develop test plan iteration 1
	July 13
	July 18

	Research available Java SNMP libraries
	July 15
	August 6

	Receive preliminary DMS XML specification from Printronix
	July 16
	July 16

	Develop test plan iteration 2
	July 18
	July 25

	Develop design iteration 1
	July 18
	July 25

	Establish simulation environment
	July 25
	July 30

	Develop design iteration 2
	July 25
	August 6

	Develop code iteration 1
	July 25
	August 6

	Receive final DMS XML specification from Printronix
	August 6
	August 6

	Develop code iteration 2
	August 6
	August 27

	Simulate Printronix LAN environment
	August 20
	August 27

	Develop final deliverables
	August 25
	August 27

	Present project to clients
	August 27
	August 30


Resource Table

	Member
	Iteration
	Assigned Tasks

	Anaya, Raymundo
	Requirements
	· Research project risks

· Introduction

· Lifecycle Consideration

· Use Case contribution

	
	Design
	· Introduction

· Design Specification

	
	Test
	· (pending)

	
	Implementation
	· (pending)

	
	(General)
	· Maintain team log

· Research XML

	King, Christopher
	Requirements
	· Research project risks

· Introduction

· Use Cases

	
	Design
	· Project Plan

· Design Specification

	
	Test
	· (pending)

	
	Implementation
	· (pending)

	
	(General)
	· Maintain team web site

	Liao, Allen
	Requirements
	· Introduction

· Project Schedule

· Project Resources

· Use Cases contribution

	
	Design
	· Design Specification

· Integration Test Plan

	
	Test
	· (pending)

	
	Implementation
	· (pending)

	
	(General)
	· Research SNMP tools and libraries

	Hu, Susan
	Requirements
	· Use Case diagrams

· Preliminary Introduction

	
	Design
	· Design Specification

· Tracking and Control Mechanisms

· Glossary

	
	Test
	· (pending)

	
	Implementation
	· (pending)

	
	(General)
	· general clerical tasks

	Printronix
	· Provide SNMP MIB table

· Provide Printronix Output Management Enterprise Server XML commands


Required Deliverables

	Deliverable Item
	Due Date

	Team Webpage 
	Tue, July 9

	Requirements Iteration 1
	Thu, July 11

	Requirements- Iteration 2 / Test Plan iteration 1
	Thu, July 18

	Test Plan Iteration2/ Design Iteration1 
	Thu July 25

	Design Iteration2/ Code -Iteration1 
	Tue August 6

	Code-Iteration2 (Final)+ all final deliverables 
	Tue August 27

	Presentation of project to Printronix
	Thu/Fri August 29/30


Project Risks

Limited Schedule

	Description
	The schedule according to which the SNMP Proxy is being developed is extremely aggressive

	Consequences
	May result in a product that does not satisfy the needs of Printronix.

	Likeliness
	Somewhat Likely

	Avoidance
	Adhere to project time tables

	Monitor
	Using team logs and noting completion dates


Unfamiliarity with required protocols
	Description
	Project members may not become sufficiently familiar with SNMP protocol and XML within given time constraints.

	Consequences
	The product may be of inferior quality and/or may not function properly limiting its use to the customer.

	Likeliness
	Likely

	Avoidance
	Gather all available resources concerning required protocols for review and study.  

	Monitor
	Discussion between team members concerning their familiarity with required protocols during different phases of development.


System Timing Issues
	Description
	The SNMP Proxy is subject to various timing constraints which may lead to timeouts if the Proxy does not respond within the allotted amount of time.

	Consequences
	If the Proxy times out frequently, its usefulness will be significantly limited.

	Likeliness
	Very Likely

	Avoidance
	The SNMP Proxy will be designed with timing in mind by monitoring potential timeouts and sending “keep alive” messages to prevent connections from timing out.

	Monitor
	During testing phases, system times will be monitored for timeouts to test system responses.


Security Risks
	Risk Identification
	The SNMP proxy can become subject to security issues because of unauthorized queries. 

	Description
	Since all of Printronix’s computers are running SNMP and are listening on the same port, the can all be queried and important system information can be retrieved by the Device Management Console.    

	Consequences
	Users of the Device Management Console may be able to retrieve sensitive information from Printronix computers. 

	Likeliness
	Very Likely

	Avoidance
	The proxy will be configurable to listen on an independent port. 

	Monitor
	 It will be made sure that information cannot be gathered from outside sources during system integration and testing phases.


Hardware Limitations

	Description
	Hardware simulations may contain inaccuracies (i.e. improper simulations of concurrent open sockets, network traffic etc.) allowing implementations problems to go unnoticed until final testing.

	Consequences
	Significant bugs may be discovered to late in the project schedule to make necessary corrections before deliverable due dates.

	Likeliness
	Very Likely

	Avoidance
	Careful consideration must be given the simulation in addition testing should also be done on the actual target hardware whenever possible.

	Monitor
	Testing will be performed on the actual target hardware to discover potential problems during simulation testing.


Client Deliverables

	Description
	Certain deliverables that are required from the client including the Device Management Server XML specifications and the Device Management Server itself may not be received within the scheduled period.

	Consequences
	The project may be delayed during different phases of development.

	Likeliness
	Not Likely

	Avoidance
	Inform Printronix in advance of upcoming scheduling issues and dates.

	Monitor
	Close contact with Printronix


Project Resources

Project Memebers

	Name
	Skills

	Ray Anaya
	· Proficient in Java

· Knowledgeable in XML

· Experienced in writing requirements documents, design documents, and test plans

· Proficient in UML

· Experience in designing Use Cases

	Susan Hu
	· Proficient in Java

· Experienced in writing design documents and test plans

· Proficient in UML

· Experience in designing Use Cases

	Chris King
	· Proficient in Java

· Knowledgeable in XML

· Experienced documenting requirements and developing software designs

· Proficient in UML

· Experience in designing Use Cases

· Experience creating web pages

	Allen Liao
	· Proficient in Java

· Experienced in writing requirements documents, design documents, and test plans

· Proficient in UML

· Experience in designing Use Cases


Required Hardware and Software

· Networked computers (at least 2)

· Simulation of the Printronix Device Management Server

· Java compiler

· Java SNMP libraries

Staff Organization

The four members of Team 6 are responsible for each contributing equally to the development and quality of the project.  The central point of communication will be conducted through the project web site at URL:  http://team6project.tripod.com.  The web site contains a discussion board in which both clients’ and project members’ discussions are archived for viewing.

Chris King is responsible for posting the reports via the web site, so all project whereabouts are directed to him.  However, team members still report all whereabouts to all other team members.

Managers are rotated on a development phase basis.  A manager’s duty includes directly contacting the customer when be as well as communicating with the professor.  Clerical tasks are rotated on a development basis as well, which includes the recording of team logs.

x = manager
o = clerical

	Name
	Requirements
	Design
	Implementation
	Test

	Ray Anaya
	x
	
	
	o

	Susan Hu 
	
	x
	o
	

	Chris King
	
	o
	x
	

	Allen Liao
	o
	
	
	x


Tracking and Control Mechanisms

The strict schedule is to be followed to the exact date (refer to Project Schedule).  As delays cannot be accurately predicted, the current goal of the project will always be presented on the web site. 

As each document will have separate contributions from each team member, each version that a member modifies is stored on the web space in a personal folder with the version date.  All major modifications are therefore archived.  Each member is responsible for his/her own section of the document. Upon the each class day and deliverable date, the sections are combined. 

Modification to a delivered document is treated with the same control mechanisms.  The most up-to-date pending deliverable or modified delivered document will always be available on the web site.

During the Implementation phase, each module is archived upon successful implementation.  This ensures modification to a successfully implemented module is tracked as optimization efforts are conducted.
Requirements Specification
Overview

The required system is a SNMP proxy for Printronix in order to enhance the networking functionality of their printing devices.  In the required system, clients at multiple SNMP management consoles communicate with the SNMP proxy via SNMP protocol.  The SNMP proxy processes and translates client request into XML messages in order to communicate with a non-SNMP-based device management server, which can then configure various non-SNMP-enabled Printronix printer devices.  The SNMP proxy will also receive responses back from the device management server in the form of XML messages that it will deliver via SNMP to the appropriate SNMP management console.
Enviornmental Characteristics

The SNMP Proxy will be run on a network consisting of a server running the Printronix Output Management Enterprise Server (POMES) that is connected to various Printronix devices over the network.  These devices will essentially be Printronix printers.  Device Management Consoles (DMCs) will also be running on the network, possibly listing on the same port as the SNMP Proxy.  

The implementation of the SNMP Proxy must conform to the SNMP v1 standard specified by RFC 1156 to communicate with DMCs.  In addition, the SNMP Proxy must also handle the XML command protocol specified by XMLCommands.doc (an internal Printronix specification not included in this document) in order to communicate with the POMES.
The SNMP Proxy will be implemented in JAVA making the system fairly platform independent.  In general, it will be executed on Micrsoft Windows NT Server platforms. 

During development phases, a simulation of the POMES server will be used to simulate communications with Printronix devices on a basic network lacking Printronix hardware.

Users of the system are system administrators who manage their networks with DMCs via SNMP protocol who wish to manage Printronix devices.

Domain Specific Rules

Timing restrictions must be taken into consideration for the SNMP Proxy.  There is a timeout period specified by SNMP v1 that all SNMP message replies must be received by the management consoles in or else a time out error occurs.  As a result an SNMP protocol message must be replied to with a “keep alive” message (i.e. a text stating “waiting for server”) while the SNMP proxy is communicating with the POME to prevent timeouts with the management consoles.
UI model

The SNMP Proxy is an internal system that has no direct contact with end users of the system.  Instead, it interacts with two independent systems over a network and manages communications between them.

Systems Analysis

The following diagram outlines the basic layout of the system.  Note that the implementations of the device server and SNMP Proxy are in Java, making the underlying hardware irrelevant due to Java’s virtual machine.
[image: image9.emf]SNMP Device

 Management Console

SNMP Device

 Management Console

SNMP Proxy

Printronix Output Enterprise

 Management Server

Printronix Devices








        SNMP Messages




           XML Messages






        SNMP Messages

Use Cases
Combined Use Case Diagram


[image: image1.emf]Device Management Console

Configure Printer Trap

Conditions and SMTP (Email)

Based Alert

«uses»

Device Management Server

«uses»

Configure Device

Boot Settings

Issue Device

Commands

Manage SNMP Access

Control

Request General

Proxy Information

«uses»

«uses»

«uses»

«uses»

«uses»

«uses»

«uses»

Configure Printer Trap

Conditions and SNMP Based

Alert

«uses» «uses»


Request General Proxy Information
Use Case Diagram
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Use Case Description
	Use Case Item
	Description

	Name
	Request General Proxy Information

	Status
	Under development

	Author
	Team 6

	Purpose
	To provide general SNMP Proxy information to SNMP Device Management Console users.

	Overview
	Users using an SNMP Device Management Console (DMC) will be able to request general information from the proxy including the proxy name and version, technical support information as well as Printronix contact information.  The DMC sends a SNMP message containing an OID of the desired information object which is received by the SNMP Proxy.    SNMP Proxy replies with an SNMP message containing the requested object to the correct DMC (see Notes 2) using a stored IP Address.  The use case will fail if either the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	N/A

	Precondition
	1. SNMP Proxy listening on specified port for a SNMP UDP packets from DMCs

2. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	Information requested from the SNMP Proxy is received by the correct DMC that requested the information. 

	
	Failure
	No response received by the DMC that requested the information from the SNMP Proxy within the timeout period or an error has occurred (i.e. as a result of an invalid OID) that was reported and received by the correct DMC (see Note 5) from the SNMP Proxy that indicates the reason for the failure.

	Related Use Cases
	N/A

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. The correct DMC is the DMC that initially messaged the SNMP for that response.  This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

3. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

4. See Test Cases: General-1 Alternate-1, Alternate-2, Failure-1

	Basic Course
	1. DMC sends a SNMP “get” message using one of the OIDs of the “general” MIB subtree (see Notes 1) to the SNMP Proxy.  The OID corresponds to the proxy name and version, technical support information as well as Printronix contact information depending on the actual OID address.

2. SNMP Proxy receives the “get” SNMP message. 

3. SNMP Proxy logs the IP address and Port of the DMC making the request.

4. SNMP Proxy sends an SNMP response object containing the requested SNMP Proxy information using the logged IP Address.

5. DMC receives the requested proxySNMP response object.

	Successful alternate course
	For Step 6

A6.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A6.2 The DMC may repeat Step 1. (See Notes 3)

	Unsuccessful for all course
	For Step 2:

F 2.1 SNMP Messages transmitted by the DMC are not received by the SNMP Proxy

For Step  6:

F 6.1 The DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

	Open Issues
	1. Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?


Manage SNMP Access Control

Use Case Diagram
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Use Case Description
	Use Case Item
	Description

	Name
	Manage SNMP Access Control

	Status
	Under development

	Author
	Team 6

	Purpose
	To provide functions to control access to SNMP functions through the SNMP Proxy.  The primary control setting is the Community Name (see Notes 3) 

	Overview
	Users using an SNMP Device Management Console (DMC) will be able to manage SNMP access to devices through the use of an SNMP community name (used as a weak password protection scheme).  The DMC first sends a message to the SNMP Proxy indicating which device it would like to manage.  The DMC then sends a SNMP message containing an OID (see Note 1) of the desired community object which is received by the SNMP Proxy.  SNMP Proxy replies with an SNMP message containing the requested object to the correct DMC (see Notes 5) using a stored IP Address.  The use case will fail if the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	Printronix Object Management Enterprise Server (POMES)

	Precondition
	1. SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

2. SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

3. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	An SNMP response object is received by the correct DMC (see Notes 5) from the SNMP Proxy that indicates that the command was successful.

	
	Failure
	No response received by the DMC that requested the information from the SNMP Proxy within the timeout period or an error has occurred (i.e. as a result of an invalid OID) that was reported and received by the correct DMC (see Note 5) from the SNMP Proxy that indicates the reason for the failure.

	Related Use Cases
	N/A

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. See XMLCommands.doc (not included in this document)

3. The POMES server maintains the Community name for the SNMP proxy to use.

4. A User is expected to instruct the DMC to repeat an SNMP request upon receiving a “waiting for server” message.  This is necessary because communication with POMES will presumable take longer then the DMC timeout period and because the SNMP Proxy cannot send a response message to the DMC with out the DMC explicitly requesting it.

5. This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

6. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

7. See Test Cases: Manage-1, Alternate-1, Alternate-2, Failure-1, Failure-2

	Basic Course
	1. DMC sends a SNMP “set” message (see Notes 1) containing the IP address of the device the that DMC user wishes to manage.
2. SNMP Proxy receives the SNMP “set” message

3. SNMP Proxy logs the IP address and Port of the DMC making the request (see Note 5).
4. SNMP Proxy sends an SNMP response message to the DMC indicating “setting device IP address to manage”.

5. DMC receives the response message .

6. SNMP Proxy sends an XML message stream to of the IP address of the device to manage to the POMES.
7. POMES receives the XML stream.
8. DMC sends a SNMP message using one of the OIDs  (see Notes 1) that corresponds to the SNMP community name object for the managed device that will either be “get” or “set” depending on the actual OID address.

9. SNMP Proxy receives the SNMP message.
10. SNMP Proxy sends an SNMP response message to the DMC indicating “waiting for server”.

11. DMC receives the “waiting for server message”.

12. SNMP Proxy sends an XML message stream corresponding to the SNMP message sent in Step 8 containing device data OID request (see Notes 2) to the POMES. 
13. POMES receives the XML stream containing the device data OID.
14. POMES sends an XML stream containing a response object to the SNMP Proxy.

15. SNMP Proxy receives and stores a XML stream from the POMES containing the response object.

16. DMC repeats SNMP request sent in step 8 (via DMC User response to message sent in Step 11, see Notes 4) .

17. SNMP Proxy receives the repeated SNMP message.
18. SNMP Proxy sends an SNMP response containing the corresponding response object that the DMC initially requested in Step 8.
19. DMC receives the requested response object.

	Successful alternate course
	For Step 4
A4.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A4.2 The DMC may repeat Step 1. (See Notes 6)

For Step 17:

A 17.1 SNMP Proxy receives the repeated SNMP message from the DMC but the SNMP Proxy has not received the required XML stream from the POMES (i.e. Step 15 did not occur).

A 17.2 SNMP Proxy sends an SNMP message to the DMC indicating “waiting for server”.  The DMC may repeat Step 10.

	Unsuccessful for all course
	For Step 2:

F 2.1  SNMP Messages transmitted by the DMC are not received by the SNMP Proxy despite repeated attempts
For Step  5:

F 5.1  DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

For Step 6:

F 6.1  SNMP Proxy connection to POEMS fails

F 6.2  SNMP responds to DMC request with “server  connection error”

	Open Issues
	Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?


Issue Device Commands

Use Case Diagram
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Use Case Description
	Use Case Item
	Description

	Name
	Issue Proxy Commands 

	Status
	Under development

	Author
	Team 6

	Purpose
	To provide the ability to issue device commands via the SNMP proxy to SNMP console users.

	Overview
	Users using an  SNMP Management Console will be able to issue a command to reset a Printronix device.  A list of variables (currently unspecified) should also reset the device.  Resetting a device will result in recent configuration modifications made by the user via the SNMP proxy to take effect.  The DMC first sends a message to the SNMP Proxy indicating which device it would like to manage.  The DMC then sends a SNMP message containing an OID (see Note 1) of the desired command object which is received by the SNMP Proxy.  SNMP Proxy replies with an SNMP message containing the response object to the correct DMC (see Notes 5) using a stored IP Address.  The use case will fail if either the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	Printronix Object Management Enterprise Server (POMES)

	Precondition
	1. SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

2. SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

3. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	An SNMP response object is received by the correct DMC (see Notes 5) from the SNMP Proxy that indicates that the command was successful.

	
	Failure
	No response received by the correct DMC from the SNMP Proxy within the timeout period or an error has occurred (i.e. as a result of an invalid OID) that was reported and received by the correct DMC (see Note 5) from the SNMP Proxy that indicates the reason for the failure.

	Related Use Cases
	N/A

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. See XMLCommands.doc (not included in this document)

3. The POMES server maintains the Community name for the SNMP proxy to use.

4. A User is expected to instruct the DMC to repeat an SNMP request upon receiving a “waiting for server” message.  This is necessary because communication with POMES will presumable take longer then the DMC timeout period and because the SNMP Proxy cannot send a response message to the DMC with out the DMC explicitly requesting it.

5. The correct DMC is the DMC that initially messaged the SNMP for that response.  This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

6. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

7. See Test Cases: Commands-1, Alternate-1, Alternate-2, Failure-1, Failure-2

	Basic Course
	1. DMC sends a SNMP “set” message (see Notes 1) containing the IP address of the device the that DMC user wishes to manage.

2. SNMP Proxy receives the SNMP “set” message

3. SNMP Proxy records the IP address and Port of the DMC making the request (see Note 5).
4. SNMP Proxy sends an SNMP response message to the DMC indicating “setting device IP address to manage”.

5. DMC receives the response message .

6. SNMP Proxy sends an XML message stream to of the IP address of the device to manage to the POMES.

7. POMES receives the XML stream.

8. DMC sends a SNMP message using one of the OIDs  (see Notes 1) that corresponds to the command object for the managed device.  SNMP Proxy receives the SNMP message.

9. SNMP Proxy sends an SNMP response message to the DMC indicating “waiting for server”.

10. DMC receives the “waiting for server message”.

11. SNMP Proxy sends an XML message stream corresponding to the SNMP message sent in Step 8 containing device data OID request (see Notes 2) to the POMES. 

12. POMES receives the XML stream containing the device data OID.

13. POMES sends an XML stream containing a response object to the SNMP Proxy.

14. SNMP Proxy receives and stores a XML stream from the POMES containing the response object.

15. DMC repeats SNMP request sent in step 8 (via DMC User response to message sent in Step 11, see Notes 4) .

16. SNMP Proxy receives the repeated SNMP message.

17. SNMP Proxy sends an SNMP response containing the corresponding response object that the DMC initially requested in Step 8.
18. DMC receives the requested response object

	Successful alternate course
	For Step 4

A4.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A4.2 The DMC may repeat Step 1. (See Notes 6)

For Step 17:

A 17.1 SNMP Proxy receives the repeated SNMP message from the DMC but the SNMP Proxy has not received the required XML stream from the POMES (i.e. Step 15 did not occur).

A 17.2 SNMP Proxy sends an SNMP message to the DMC indicating “waiting for server”.  The DMC may repeat Step 10.

	Unsuccessful for all course
	For Step 2:

F 2.1  SNMP Messages transmitted by the DMC are not received by the SNMP Proxy despite repeated attempts

For Step  5:

F 5.1  DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

For Step 6:

F 6.1  SNMP Proxy connection to POEMS fails

F 6.2  SNMP responds to DMC request with “server  connection error”

	Open Issues
	Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?

How does the SNMP Proxy determine the device IP address


Configure Device Boot Settings

Use Case Diagram

[image: image5.emf]Device Management Console

Device Management Server

Configure Device

Boot Settings

«uses»

«uses»


Use Case Description
	Use Case Item
	Description

	Name
	Configure Device Boot Settings

	Status
	Under development, subject to design changes

	Author
	Team 6

	Purpose
	To provide functions to configure boot settings for Printronix devices through the SNMP proxy.

	Overview
	Users using an  SNMP Management Console will be able to configure which boot protocol will be used to determine a device’s IP address as well as which boot server will be used by the device.  The DMC first sends a message to the SNMP Proxy indicating which device it would like to manage.  The DMC then sends a SNMP message containing an OID (see Note 1) of the desired boot data object which is received by the SNMP Proxy.  SNMP Proxy replies with an SNMP message containing the response object to the correct DMC (see Notes 5) using a stored IP Address.  The use case will fail if either the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	Printronix Object Management Enterprise Server (POMES)

	Precondition
	1. SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

2. SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

3. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	An SNMP response object is received by the correct DMC (see Notes 5) from the SNMP Proxy that indicates that the boot protocal configuration was successful was successful.

	
	Failure
	No response received by the DMC that requested the information from the SNMP Proxy within the timeout period or an error has occurred (i.e. as a result of an invalid OID) that was reported and received by the correct DMC (see Note 5) from the SNMP Proxy that indicates the reason for the failure.

	Related Use Cases
	N/A

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. See XMLCommands.doc (not included in this document)

3. The POMES server maintains the Community name for the SNMP proxy to use.

4. A User is expected to instruct the DMC to repeat an SNMP request upon receiving a “waiting for server” message.  This is necessary because communication with POMES will presumable take longer then the DMC timeout period and because the SNMP Proxy cannot send a response message to the DMC with out the DMC explicitly requesting it.

5. The correct DMC is the DMC that initially messaged the SNMP for that response.  This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

6. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

7. See Test Cases: Configure-1, Alternate-1, Alternate-2, Failure-1, Failure-2

	Basic Course
	1. DMC sends a SNMP “set” message (see Notes 1) containing the IP address of the device the that DMC user wishes to manage.

2. SNMP Proxy receives the SNMP “set” message

3. SNMP Proxy records the IP address and Port of the DMC making the request (see Note 5).
4. SNMP Proxy sends an SNMP response message to the DMC indicating “setting device IP address to manage”.

5. DMC receives the response message .

6. SNMP Proxy sends an XML message stream to of the IP address of the device to manage to the POMES.

7. POMES receives the XML stream.

8. DMC sends a SNMP message using one of the OIDs  (see Notes 1) that corresponds to boot object for the managed devices that will either be “get” or “set” depending on the actual OID address.

9. SNMP Proxy receives the SNMP message.

10. SNMP Proxy sends an SNMP response message to the DMC indicating “waiting for server”.

11. DMC receives the “waiting for server message”.

12. SNMP Proxy sends an XML message stream corresponding to the SNMP message sent in Step 8 containing device data OID request (see Notes 2) to the POMES. 

13. POMES receives the XML stream containing the device data OID.

14. POMES sends an XML stream containing a response object to the SNMP Proxy.

15. SNMP Proxy receives and stores a XML stream from the POMES containing the response object.

16. DMC repeats SNMP request sent in step 8 (via DMC User response to message sent in Step 11, see Notes 4) .

17. SNMP Proxy receives the repeated SNMP message.

18. SNMP Proxy sends an SNMP response containing the corresponding response object that the DMC initially requested in Step 8.
19. DMC receives the requested response object.

	Successful alternate course
	For Step 4

A4.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A4.2 The DMC may repeat Step 1. (See Notes 6)

For Step 17:

A 17.1 SNMP Proxy receives the repeated SNMP message from the DMC but the SNMP Proxy has not received the required XML stream from the POMES (i.e. Step 15 did not occur).

A 17.2 SNMP Proxy sends an SNMP message to the DMC indicating “waiting for server”.  The DMC may repeat Step 10.

	Unsuccessful for all course
	For Step 2:

F 2.1  SNMP Messages transmitted by the DMC are not received by the SNMP Proxy despite repeated attempts

For Step  5:

F 5.1  DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

For Step 6:

F 6.1  SNMP Proxy connection to POEMS fails

F 6.2  SNMP responds to DMC request with “server  connection error”

	Open Issues
	Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?


Configure Printer Trap Conditions and SNMP Alert

Use Case Diagram
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Use Case Description
	Use Case Item
	Description

	Name
	Configure Printer Trap Conditions and SNMP Alert

	Status
	Under development, subject to design changes

	Author
	Team 6

	Purpose
	To provide the ability to configure Trap conditions that cause devices to send out UDP based alert.

	Overview
	Users using an  SNMP Management Console will be able to make entries into an trap table that represent printer device conditions for which a specified IP address should be notified of via a UDP Packet.  The device conditions include toner and paper status as well as printer errors.  The DMC first sends a message to the SNMP Proxy indicating which device it would like to manage.  The DMC then sends a SNMP message containing an OID (see Note 1) of the SNMP trap entry object which is received by the SNMP Proxy.  SNMP Proxy replies with an SNMP message containing the response object to the correct DMC (see Notes 5) using a stored IP Address.  The use case will fail if either the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	Printronix Object Management Enterprise Server (POMES)

	Precondition
	1. SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

2. SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

3. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	An SNMP response object is received by the correct DMC (see Notes 5) from the SNMP Proxy that indicates that the boot protocal configuration was successful was successful.

	
	Failure
	No response received by the DMC that requested the information from the SNMP Proxy within the timeout period or an error has occurred (i.e. as a result of an invalid OID) that was reported and received by the correct DMC (see Note 5) from the SNMP Proxy that indicates the reason for the failure.

	Related Use Cases
	1. Manage SNMP Access Control

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. See XMLCommands.doc (not included in this document)

3. The POMES server maintains the Community name for the SNMP proxy to use.

4. A User is expected to instruct the DMC to repeat an SNMP request upon receiving a “waiting for server” message.  This is necessary because communication with POMES will presumable take longer then the DMC timeout period and because the SNMP Proxy cannot send a response message to the DMC with out the DMC explicitly requesting it.

5. The correct DMC is the DMC that initially messaged the SNMP for that response.  This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

6. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

7. See Test Cases: SNMPAlert-1, Alternate-1, Alternate-2, Failure-1, Failure-2

	Basic Course
	1. DMC sends a SNMP “set” message (see Notes 1) containing the IP address of the device the that DMC user wishes to manage.

2. SNMP Proxy receives the SNMP “set” message

3. SNMP Proxy records the IP address and Port of the DMC making the request (see Note 5).
4. SNMP Proxy sends an SNMP response message to the DMC indicating “setting device IP address to manage”.

5. DMC receives the response message .

6. SNMP Proxy sends an XML message stream to of the IP address of the device to manage to the POMES.

7. POMES receives the XML stream.

8. DMC sends a SNMP message using one of the OIDs  (see Notes 1) that corresponds to the SNMP trap object for the managed devices that will either be retrieved or entered into a trap table depending on the actual OID address.

9. SNMP Proxy receives the SNMP message.

10. SNMP Proxy sends an SNMP response message to the DMC indicating “waiting for server”.

11. DMC receives the “waiting for server message”.

12. SNMP Proxy sends an XML message stream corresponding to the SNMP message sent in Step 8 containing device data OID request (see Notes 2) to the POMES. 

13. POMES receives the XML stream containing the device data OID.

14. POMES sends an XML stream containing a response object to the SNMP Proxy.

15. SNMP Proxy receives and stores a XML stream from the POMES containing the response object.

16. DMC repeats SNMP request sent in step 8 (via DMC User response to message sent in Step 11, see Notes 4) .

17. SNMP Proxy receives the repeated SNMP message.

18. SNMP Proxy sends an SNMP response containing the corresponding response object that the DMC initially requested in Step 8.
DMC receives the requested response object.

	Successful alternate course
	For Step 4

A4.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A4.2 The DMC may repeat Step 1. (See Notes 6)

For Step 17:

A 17.1 SNMP Proxy receives the repeated SNMP message from the DMC but the SNMP Proxy has not received the required XML stream from the POMES (i.e. Step 15 did not occur).

A 17.2 SNMP Proxy sends an SNMP message to the DMC indicating “waiting for server”.  The DMC may repeat Step 10.

	Unsuccessful for all course
	For Step 2:

F 2.1  SNMP Messages transmitted by the DMC are not received by the SNMP Proxy despite repeated attempts

For Step  5:

F 5.1  DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

For Step 6:

F 6.1  SNMP Proxy connection to POEMS fails

F 6.2  SNMP responds to DMC request with “server  connection error”

	Open Issues
	Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?


Configure Printer Trap Conditions and SMTP (Email) Alert

Use Case Diagram
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Use Case Description
	Use Case Item
	Description

	Name
	Configure Printer Trap Conditions and SMTP (Email) Alert

	Status
	Under development, subject to design changes

	Author
	Team 6

	Purpose
	To provide the ability to configure Trap conditions that cause devices to send out email based alert.

	Overview
	Users using an  SNMP Management Console will be able to make entries into an trap table that represent printer device conditions for which a message should be sent to IP addresses via UDP.  The device conditions include toner and paper status as well as printer errors.  The DMC first sends a message to the SNMP Proxy indicating which device it would like to manage.  The DMC then sends a SNMP message containing an OID (see Note 1) of the SMTP trap entry object which is received by the SNMP Proxy.  SNMP Proxy replies with an SNMP message containing the response object to the correct DMC (see Notes 5) using a stored IP Address.  The use case will fail if either the SNMP Proxy, DMC, or POMES do not receive sent messages.  However, the DMC may repeat its request in the event of a timeout.

	Priority
	High

	Actors
	Primary
	Device Management Console (DMC)

	
	Secondary
	Printronix Object Management Enterprise Server (POMES)

	Precondition
	1. SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

2. SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

3. DMC setup to use SNMP Proxy MIB tree.

	Post condition
	Success
	An SNMP response object is received by the correct DMC (see Notes 5) from the SNMP Proxy that indicates that the command was successful.

	
	Failure
	No response received by the correct DMC from the SNMP Proxy within the timeout period or an error has occurred either at the SNMP Proxy or the POMES (i.e as a result of an invalid OID).

	Related Use Cases
	N/A

	Cross Reference & Notes
	1. See proxy.mib (not included in this document)

2. See XMLCommands.doc (not included in this document)

3. The POMES server maintains the Community name for the SNMP proxy to use.

4. A User is expected to instruct the DMC to repeat an SNMP request upon receiving a “waiting for server” message.  This is necessary because communication with POMES will presumable take longer then the DMC timeout period and because the SNMP Proxy cannot send a response message to the DMC with out the DMC explicitly requesting it.

5. The correct DMC is the DMC that initially messaged the SNMP for that response.  This is an important subtlety because multiple DMCs may be message the SNMP Proxy simultaneously.

6. SNMP uses UDP which makes no connection guarantees so DMC will not retransmit messages that do reach the SNMP Proxy.  However the DMC may transmit new messages in response to the request of a DMC user (see Environmental Characteristics).

7. See Test Cases: SMTPAlert-1, Alternate-1, Alternate-2, Failure-1, Failure-2

	Basic Course
	1. DMC sends a SNMP “set” message (see Notes 1) containing the IP address of the device the that DMC user wishes to manage.

2. SNMP Proxy receives the SNMP “set” message

3. SNMP Proxy records the IP address and Port of the DMC making the request (see Note 5).
4. SNMP Proxy sends an SNMP response message to the DMC indicating “setting device IP address to manage”.

5. DMC receives the response message .

6. SNMP Proxy sends an XML message stream to of the IP address of the device to manage to the POMES.

7. POMES receives the XML stream.

8. DMC sends a SNMP message using one of the OIDs  (see Notes 1) that corresponds to the SNMP trap object for the managed devices that will either be retrieved or entered into a trap table depending on the actual OID address.

9. SNMP Proxy receives the SNMP message.

10. SNMP Proxy sends an SNMP response message to the DMC indicating “waiting for server”.

11. DMC receives the “waiting for server message”.

12. SNMP Proxy sends an XML message stream corresponding to the SNMP message sent in Step 8 containing device data OID request (see Notes 2) to the POMES. 

13. POMES receives the XML stream containing the device data OID.

14. POMES sends an XML stream containing a response object to the SNMP Proxy.

15. SNMP Proxy receives and stores a XML stream from the POMES containing the response object.

16. DMC repeats SNMP request sent in step 8 (via DMC User response to message sent in Step 11, see Notes 4) .

17. SNMP Proxy receives the repeated SNMP message.

18. SNMP Proxy sends an SNMP response containing the corresponding response object that the DMC initially requested in Step 8.
19. DMC receives the requested response object.

	Successful alternate course
	For Step 4

A4.1 The DMC does not receive a response from the SNMP Proxy within the timeout period.

A4.2 The DMC may repeat Step 1. (See Notes 6)

For Step 17:

A 17.1 SNMP Proxy receives the repeated SNMP message from the DMC but the SNMP Proxy has not received the required XML stream from the POMES (i.e. Step 15 did not occur).

A 17.2 SNMP Proxy sends an SNMP message to the DMC indicating “waiting for server”.  The DMC may repeat Step 10.

	Unsuccessful for all course
	For Step 2:

F 2.1  SNMP Messages transmitted by the DMC are not received by the SNMP Proxy despite repeated attempts.
For Step  5:

F 5.1  DMC does not receive any response from the SNMP Proxy within the timeout period despite repeated requests.

For Step 6:

F 6.1  SNMP Proxy connection to POEMS fails

F 6.2  SNMP responds to DMC request with “server  connection error”

	Open Issues
	Are the timeout periods unique to each DMC or are they specified by the SNMP protocol?


Non-Functional Constraints

Efficiency

· The SNMP Management console must receive a reply from the SNMP Proxy to SNMP requests within the timeout period (to be specified later in the range of one second)

· The SNMP Proxy must be able to efficiently handle simultaneous connections to an unspecified number of SNMP Management Consoles

Process

· Implementation  of the Proxy must be done in the Java using J2SE 1.4

· Implementation of the Proxy must conform to the Javadoc standard

External

· SNMP Proxy must be able to process requests from any standard SNMP Management Console using SNMP V1

· Any outside source code libraries used for implementation must be open source (preferable LGPL)

Lifecycle Considerations

After careful consideration and because of the makeup of the course, the lifecycle model that we will be using is the iterative and incremental lifecycle.  This lifecycle model will allow us to produce a specific deliverable of the project that can then be refined on a successive iteration.  The major deliverables produced by this lifecycle include:

· Requirements document

· Test Plan

· Design document

· Implementation 

According to the course schedule, there will be two iterations of each deliverable of the project. A major benefit of using the iterative and incremental lifecycle model is that it allows for greater management of the system’s complexity since only a portion of the system is being worked on at a single time.  The lifecycle model also allows for greater customer feedback since incremental releases are made available to the client.  The incremental releases can also be used for internal testing, evaluation, and milestones.

Acceptance Requirements

The SNMP Proxy must be able to provide device management console users with the functionality described in the Use Case section.  Use cases will be considered acceptable when they are successfully tested using the System Test Plan (i.e. when all inputs match expected outputs).
System Test Plan

	Test Case ID
	Request-1

	Purpose
	To ensure the SNMP messages sent from DMC to SNMP Proxy for use in the “Request General Proxy Information” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console

	Input Specification
	DMC sends a SNMP “get” messages using an OID from the “general” MIB subtree

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the community name setting was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Manage-1

	Purpose
	To ensure the SNMP “get” messages sent from DMC to SNMP Proxy for use in the “Manage SNMP Access Control” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP, SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “proxySNMP” MIB subtree corresponding to retrieving a community name.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the community name setting was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Manage-2

	Purpose
	To ensure the SNMP “set” messages sent from DMC to SNMP Proxy for use in the “Manage SNMP Access Control” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP.

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “proxySNMP” MIB subtree corresponding to setting a community name.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the command was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Issue-1

	Purpose
	To ensure the SNMP messages sent from DMC to SNMP Proxy for use in the “Issue Device Commands” use case result in correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP.

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “tcpipCongfigure” MIB subtree corresponding to boot settings.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the command was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Configure-1

	Purpose
	To ensure the SNMP messages to “get” a device’s boot protocol sent from DMC to SNMP Proxy for use in the “Configre Device Boot Settings” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “commands” MIB subtree.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the boot configuration was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Configure-1

	Purpose
	To ensure the SNMP messages to “set” a device’s boot protocol sent from DMC to SNMP Proxy for use in the “Configre Device Boot Settings” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “commands” MIB subtree.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the boot configuration was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	SNMP Alert-1

	Purpose
	To ensure the SNMP messages to make entries into  a device’s SNMP trap table sent from DMC to SNMP Proxy for use in the “Configure Printer Trap Conditions for SNMP Alert” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “tcpipTrapTable” MIB subtree.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the trap configuration was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	SMTP Alert-1

	Purpose
	To ensure the SNMP messages to make entries into  a device’s SNMP trap table sent from DMC to SNMP Proxy for use in the “Configure Printer Trap Conditions for SMTP Alert” use case result in receiving the correct response object.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

SNMP Proxy communication to POMES via XML.

	Input Specification
	DMC sends a SNMP messages using an OID from the “tcpipSmtpTable” MIB subtree.

	Output Specification
	An SNMP response object is received by the correct DMC from the SNMP Proxy that indicates that the trap configuration was successful or that indicates an error has occurred and explaining its cause.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs as well as listening for XML streams from the POMES.

SNMP Proxy has an authenticated TCP/IP connection with POMES which is listening for XML streams from SNMP Proxy

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Alternate-1

	Purpose
	To test the SNMP Proxy response to failing to respond to a DMC message within the DMC timeout period.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

	Input Specification
	DMC sends a SNMP messages to the SNMP Proxy however the SNMP replies to the messages by the SNMP Proxy fail to reach the DMC within timeout period (i.e. DMC configured to time out after 0.00001 seconds).

	Output Specification
	SNMP Proxy should listen for additional requests despite timeout.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs.
DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Alternate-2

	Purpose
	To test the SNMP Proxy response to receiving a repeated request from a DMC for device data when it has not yet received the required information from the POMES.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

	Input Specification
	DMC repeatedly sends a SNMP messages to the SNMP Proxy requesting a device data OID.

	Output Specification
	SNMP Proxy should send an SNMP response to each message from DMC indicating “waiting for server”.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs.
No XML reply from POEMS given to SNMP Proxy XML commands despite a successful connection.
DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Failure-1

	Purpose
	To test the SNMP Proxy response to failing to receive messages from a DMC during a use case.

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

	Input Specification
	DMC sends a SNMP messages to the SNMP Proxy after which communication between DMC and SNMP Proxy terminated.

	Output Specification
	SNMP Proxy should timeout the session with the DMC and continue to listen for additional DMC messages.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs.

DMC setup to use SNMP Proxy MIB tree.


	Test Case ID
	Failure-2

	Purpose
	To test the SNMP Proxy response to receiving a request from a DMC for device data when communication to the POEMS has failed

	Items being tested
	SNMP Proxy communication to SNMP Console via SNMP

	Input Specification
	DMC sends a SNMP messages to the SNMP Proxy requesting a device data OID. 

	Output Specification
	SNMP Proxy should send an SNMP response to each message from DMC indicating “server connection error”.

	Test Environment 
	SNMP Proxy listening on specified port for  SNMP UDP packets from DMCs.

Communication between the POMES and SNMP Proxy intentionally interrupted.
DMC setup to use SNMP Proxy MIB tree.


Glossary

· DMC –Device Management Console.  These are client applications that are used fore managing network devices via SNMP.

· Java™ - A highly portable, general-purpose programming language developed by Sun Microsystems in the early- to mid-1990’s.

· MIB – A set of managed objects referred to as the SNMP Management Information Base representing the information available via SNMP.
· OID – Object Identification.  This identifies a specific manageable object within a MIB.
· Open Source – A licensing standard that allows programmers to read, redistribute, and modify the source code for a piece of software

· POMES – Printronix Output Management Enterprise Server.  This server manages the Printronix printers and communicates with the SNMP Proxy via XML.

· Proxy – A server that acts as an intermediary between a workstation user and a network so that security, and/or control services can be provided.

· SNMP – An application layer protocol used to monitor and configure a simple TCP/IP network.

· UDP – the User Datagram Protocol is a connectionless service. This results in a low overhead and fast transfer service (relies on the upper layer protocols to provide error checking and delivery of data). 

· XML – Short for Extensible Markup Language, a specification that allows designers to create their own customized tags, enabling the definition, transmission, validation, and interpretation of data between applications and between organizations.and between organizations.
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